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Abstract

In this paper, we summarize existing research on visu-
alizing software as code cities with a focus on virtual
and augmented reality technology (VR/AR). The re-
view of existing knowledge shows that several of the
hopes in VR/AR have not been fulfilled yet. A possi-
ble reason for that may be that existing means of visu-
alization and interaction cannot simply be transferred
one-to-one from desktop to VR/AR environments as
our own research suggests. Moreover, we view the
true potential of VR/AR in supporting the communi-
cation among multiple developers. All studies we are
aware of have had a single developer trying to solve
a given task. VR/AR can bridge spatial gaps and
more research should be targeted at that particular
advantage for distributed teams.

1 Code-City Visualization

Maintaining software systems is a challenging tasks
due to their complexity and versatility. In order to as-
sist developers in understanding large scale systems,
tools for (semi-)automatic software analysis have been
developed in the last decades. However, processing
analysis results, in turn, became difficult because a
large amount of data accumulates. Software visual-
ization tries to close the gap between data collection
and data evaluation by mapping software-related at-
tributes to visual components—leveraging the human
ability to recognize patterns in visual data.

In the attempt to assist developers in understand-
ing complex software systems, several analysis tools
have been developed. Results gathered by such tools
can be modeled by different kinds of graphs, allowing
to express, for instance, the hierarchical structure of a
software system and dependencies between elements.
These graphs are the basis for many visualizations
[17]. Due to the variety of the usage scenarios and
requirements, many kinds of visualization techniques
exist. For a broader overview of software visualiza-
tion, we refer the reader to more comprehensive sur-
veys [5, 40, 2, 1, 17, 6, 8, 9, 23].

In this paper, we focus on software visualization
based on the code-city metaphor, originally intro-
duced by Wettel and Lanza [41, 42, 43], which can
be viewed as three-dimensional Treemaps. The idea
of treemapping is to recursively subdivide a rectan-
gular shape into subareas according to the hierarchy

of the data that is to be visualized [14], for example,
source code files in directories. The size of the re-
sultant leaf areas visually encodes a given property,
for instance, lines of code, complexity, or change fre-
quency. This allows to compare elements and iden-
tify peculiarities. By applying a color or texture, an
additional property can be encoded, so that hotspots
regarding this property can be determined easily. Uti-
lizing 3D space, yet another property can be depicted
by mapping its value onto the height of the leaves,
leading to three-dimensional blocks. Due to perceiv-
ing these blocks as buildings of a city, this technique
is known as CodeCity

Treemaps and CodeCities are designed to make op-
timal use of the available space. However, the gen-
erated layout is not flexible enough to visualize the
evolution of a software system (elements need to be
added, removed, and relocated), leading to the issue
that a city’s structure can change drastically from one
version to another—although it must be mentioned
that researchers have started to work on that partic-
ular problem recently [33]. Furthermore, the com-
pact layout offers very little distinct patterns and,
thus, hinders humans in recollecting visited places.
To overcome these shortcomings, Steinbrückner and
Lewerentz [39, 38] proposed EvoStreets as an alter-
native visualization technique in which a software’s
hierarchy is depicted using road junctions rather than
subdivided areas. Each level of the hierarchy is
mapped onto a street whose width visually encodes
the nesting level—the lower the level of the hierarchy
is, the thinner the corresponding street gets. Sim-
ilar to CodeCities, leaves are represented as three-
dimensional blocks. EvoStreets, on the one hand, re-
quire more space but, one the other hand, allow parts
of the city to grow and shrink without effecting the
entire layout, which helps in maintaining a beholder’s
mental map.

Along with the hierarchical structure of a software,
relations between elements may be of interest. A
common technique to visualize relations in Treemaps,
CodeCities, and EvoStreets is to connect the corre-
sponding areas (Treemaps) or blocks (CodeCity and
EvoStreets) with edges. Yet, if drawn as straight lines,
edges easily create visual clutter due to crossing each
other. Holten proposed hierarchical edge bundling, an
approach which reduces some of the clutter by draw-
ing edges as B-Splines [12, 13]. The location of the



control points of the B-Splines is based on the hierar-
chical structure of the visualized elements. By sharing
control points among elements with similar nesting,
edges with similar ends are bundled analogously to a
cable tie.

Interestingly, many research groups exploring
CodeCities are in fact located in Germany: University
of Cotbus, where EvoStreets were invented [39, 38],
Hasso-Plattner Institute in Potsdam, where many im-
provements to CodeCities were proposed and explored
[18], University of Kiel, who are among the Ger-
man pioneers of using CodeCities in virtual reality
(VR) [11], University of Stuttgart, where the particu-
lar effects of using VR for CodeCities are researched
[22, 20, 24, 21], and our own research group, who cur-
rently explores orientation and navigation behaviour
of developers exploring CodeCities in VR [32, 35, 36].

2 Code-Cities in VR/AR

Several implementations of CodeCities and EvoStreets
exist for two- and three-dimensional (also referred to
as 2D and 2.5D) rendering on regular two-dimensional
displays. Recently, in the attempt to continuously
improve these techniques and in the hope that advan-
tages observed outside of software engineering [7] also
apply to software visualization, researchers begun to
develop systems that make use of immersive three-
dimensional virtual realty. Visualization techniques
using 2.5D and VR have been explored for quite some
time. As early as 2000, Knight and Munro gave an
overview of software visualization in VR [16]. Since
then, 2.5D and VR environments have been used to
visualize static [4, 19, 26, 27, 11, 15, 21, 34] as well as
dynamic information [25, 10, 24]. There is already a
great body of knowledge on 2.5D and VR visualiza-
tion outside of computer science [3, 29, 28]. Studies
have shown that head-mounted displays (HMDs) may
have a positive effect on the orientation of human be-
holders in three-dimensional environments [7]. Sousa
Santos et al., on the other hand, found in an experi-
ment on navigation that, although being generally sat-
isfied with VR, participants performed actually better
in the desktop environment. Ruddle et al. studied the
navigation in computer-simulated worlds using HMDs
and regular desktop environments [30, 31]. In their
first experiment, where participants had to navigate
through several rooms within virtual buildings [30],
they found that the HMD increased the speed of the
participants. In their second experiment, Ruddle et al.
looked into proprioceptive feedback and its influence
on navigation within a virtual maze [31]. According
to their findings, viewing the mazes using an HMD
had little effect. The conflicting results of Sousa San-
tos et al.’s and Ruddle et al.’s experiment is a subject
of further research.

Our research group conducted experiments in
which we compared time and correctness of solving
tasks between the 2D, 2.5D and VR representations

of CodeCities [35]. We could not find enough evidence
that task performance is different between the three
environments. Yet, we found in a follow up study [36]
that the path length (the distance one moves within
EvoStreets), average speed (the length of a path put in
relation to the time that was required to move along
this path), and occupied volume (the convex hull of
the movement trajectory) differ significantly between
the 2.5D and VR environments for some of the tasks,
indicating that movement is less extensive in VR.
That being said, more research on how human be-
holders interact with EvoStreets in different environ-
ments is necessary, to identify visualization and user
interaction concepts that adapt to the characteristics
of a particular environment. Due to the design of our
experiment, that is, all environments were using the
same visualization engine [32] and applied the same
visual mappings to the components of the EvoStreets,
the threat that differences observed between the 2.5D
and VR environments result from different EvoStreets
implementations is minimized. Thus, we suspect that
insights into differences specific to these environments,
if there are any, can be gathered by analyzing the
available data in more details. That is why we an-
alyzed the results of this experiment in more details
in another paper [37], to study if not only movement
is affected by these environments, but also the way
how EvoStreets are observed. Although we could not
find enough evidence that the number of viewpoints
and their duration differ significantly, we found indi-
cations that in virtual reality viewpoints are located
closer to the EvoStreets and that the distance between
viewpoints is shorter.

3 Conclusions

The above review of existing knowledge shows that
several of the hopes in VR/AR have not been fulfilled
yet. One reason for that may be that the particular
characteristics of VR/AR have not been recognized
and, thus, been neglected in the design of visualiza-
tion techniques and means of interaction. Our own
research suggests, for instance, that orientation and
navigation behaviour differs between 2D and 2.5D ver-
sus VR. In order to develop techniques adapting to
the circumstance of a particular environment, more
research in this field is necessary. Moreover, we view
the true potential of VR/AR in supporting the com-
munication among multiple developers. All studies
we are aware of have had a single developer trying to
solve a given task. VR/AR can bridge spatial gaps
and more development and research should be tar-
geted at allowing developers to explore software data
collaboratively. Many organizations work in spatially
distributed teams and existing technology for screen-
sharing and video conferencing have their limitations
when it comes to viewing software together.
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